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Summary

Concomitants of ordered random variables have a wide variety of ap-

plications in many areas such as selection problems, prediction analy-

sis, double sampling plans, inference problems and information theory.

Their importance appears in many fields such as biological, biomedical,

physical, industrial and economical disciplines. The aim of this thesis

is to study the concomitants of ordered random variables arising from

Morgenstern family and its extensions.

The thesis consists of seven chapters:

Chapter 1

This chapter is an introductory chapter. It contains definitions

and basic concepts that are used throughout the thesis. A summary

of the previous studies is introduced as follows: the different types of

ordered random variables and its concomitants, Morgenstern distribu-

tions, measures of information and Bayesian analysis.

Chapter 2

In this chapter, the concomitants of case-II of GOS’s from Mor-

genstern distributions and recurrence relations between their moments

are studied. Further, we provide the BLUE of the location and scale

parameters of the concomitants of order statistics from some distribu-

tions.
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SUMMARY

Some results of this chapter are published in:

Journal of Statistics Applications and Probability, Vol. 3(3), 345-353,

2015.

Chapter 3

Our goal in this chapter is to obtain and study the residual and

past entropies of the Morgenstern family for concomitants of ordered

random variables. We also consider the characterization results based

on the entropy function for concomitants of ordered random variables

of residual and past lifetime distributions.

Some results of this chapter are published in:

Journal of Probability and Statistics, Vol. 2015, 1-6, 2015.

Chapter 4

Shannon entropy and Fisher information for concomitants of case-I

of GOS’s from subfamilies of Morgenstern family when the marginal

distributions are Weibull, exponential, Pareto and power function are

considered in this chapter. Also, we provide some numerical results

of Shannon entropy and Fisher information for concomitants of order

statistics.

Some results of this chapter are published in:

Arabian Journal of Mathematics, Vol. 4(3), 171-184, 2015.

Chapter 5

Concomitants of ordered random variables are studied for one and

two variables about different subjects such as moments, recurrence

relation, uncertainty and so on. We classify this chapter into two

parts. In the first part, the joint density of the concomitants of case-I

viii



SUMMARY

of GOS’s for Morgenstern family is proposed and study on the mo-

ments of such model is considered. Statistical inferences such as MLE,

Bayesian estimation under different types of loss function and Bayesian

prediction are obtained for the association parameter of Morgenstern

family. Applications of these inferences are presented.

In the second part, the joint densities of the concomitants of case-

I of GOSs for exponential and power function subfamilies of Mor-

genstern family are derived. Statistical inference such as MLE and

Bayesian estimation under different types of loss functions based on

IP and NIP for the distribution parameters, reliability and cumula-

tive hazard functions are obtained. In addition, Bayesian prediction

bounds, Bayes predictive estimator and approximate confidence inter-

vals of the estimators are considered. Applications of these results are

given for concomitants of order statistics.

Some results of this chapter are published in:

Mathematical Sciences Letters, Vol. 5(3), 1-12, 2016.

Chapter 6

In this chapter, for Weibull subfamily of Morgenstern family, the

joint density of the concomitants of case-I of GOS’s is used to ob-

tain the MLE and Bayes estimates for the distribution parameters.

Applications of these results for concomitants of order statistics are

presented.

Some results of this chapter are published in:

Pakistan Journal of Statistics and Operation Research, Vol. 12(1), 73-

87, 2016.

Chapter 7

Finally in Chapter 7, based on extensions of Morgenstern family,

we derive the concomitants of different types of GOS’s and DGOS’s.
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SUMMARY

Measures of information such as Shannon entropy and Kullback-Leibler

divergence are obtained.

Some results of this chapter are published in:

Under submission.
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Chapter 1

Introduction

The purpose of this chapter is to present a short survey of some

needed definitions and basic concepts of the material used in this thesis.

1.1 Order statistics

Order statistics appear in many parts of statistics and play an im-

portant role in applied statistics. They and their moments gained their

importance in many statistical problems. They are also more applica-

ble in many engineering fields since in these cases the smallest or the

largest future realization of a random variable is important than the

mean or the median of the distribution.

Definition 1.1.1 Let X1, X2, ..., Xn be a random sample from an ab-

solutely continuous population with pdf f(x) and cdf F (x), X ′is are ar-

ranged in nondecreasing order. Then the smallest of the X ′is is denoted

by X(1:n), the second smallest is denoted by X(2:n) ,..., and, finally, the

largest is denoted by X(n:n). Thus X(1:n) ≤ X(2:n) ≤ ... ≤ X(n:n) are

called the order statistics obtained by arranging the preceding random

sample in increasing order of magnitude, see Arnold et al. [9].

1


