ON CONSTRAINT SATISFACTION
PROBLEMS

Thesis

submitted for the partial fulfillment of
the requirements of the M.Sc. degree
in Computer Science

Presented by
Wafaa Ahmed Hassan Al

B. Sc. Math & Computer Science.

Supervised by

Assoc. Prof. Dr.

Soheir Mohamed Khamis Ashraf Moustafa Bhery

Computer Science Division, Computer Science Division,
Department of Mathematics, Department of Mathematics,
Faculty of Science, Faculty of Science,

Ain Shams University. Ain Shams University.

Submitted to
Department of Mathematics,
Faculty of Science,

Ain Shams University,
Cairo - Egypt.

2011.



d oall

IS4

B o J sl cildhiial Y0k dadia Al
culall agle — aglall & picalal)

uJ.QL}u.\AJ.AA‘ 9&3

q‘)&“ - o

Lg)ﬁu_ith«mdﬂ\_d UA—..\AAJ—AMWJ

luall andy cualad) agle (ujda luaabl) andy cualal) agle a0 bua i
uadi (e daaly — aglal) 4418 uadi (g daaly — aglhal) 4418
) Aadia

aadh (e daala
Yo



M
dand Jija o Adlhala agdinlg dgay Jal deal) ol LS aaa iy Adlagw d)) deal
o Glua s opllacg
D akg Al Ao Calayly 1sald 0l B3LLY) Baludl Glijdly JSEN (alliy askf A

JEYTV.C QYL UV PR

uadi (e Aaaly — aglell A8 — ciludalyl) andy alad) agle 3o bu i

uadi (e Anala — aglall S - cilbudalyl) andy ualal) agle (e

pda alai) B lgasal @iy LinglgiSilly | calad) i) dpapalsY AN Jyjag asif Las
- Al

-

o daals  -pslall Al 1 auks lsily i) 5 il JSI SAll al
o o) pal \gilsh dgagi (e oty Wl uads

(AR s Al Aaliyg Sledls alile ) zlad ol Al da aly



polal) duts
astall b yialal) Ay

o G daal el Il )

3 sl Oy gEadl) JSLia e Al o) gie

L B a Lo

A daaa g D

e (e Aaala — aglall 40 — luzalyl) sy caulall agle ac luse M

sl (e daala — aslell S — Clualyl andy ulall asle ()2
Al dene mll e a0l ()

(el e Arals — Cilogheally Cillall B — sl agle fydie 3]

(rA..\.uJQ_.UAAJ_AM ~J~\(Y
S Ardla — Glagleally llall 38 — cillaad) gy ¢ jiia i
Oted dana yagas v (V
el e Amala = ol IS - ulall agle aclise Ml
: Lhall oLty

Yo [ e Al e Byl g
dmaloed) pudons A28 40 LIS s 423150

Yoyy/ / Yoy / /



Olg—in ) A_sd
e O ] gl qullal) s
Gulal) asle = aglal) B poivale A alal) Aaal
iyl : Al bl andl
ashall ;ALY au)
ouadi (e daala 1 daalal)
aYeor oA A

e"~\\ H FAS‘&-.\M



Contents

Acknowledgement

Summary

1 Constraint Satisfaction Problem

1.1
1.2
1.3

1.4
1.5
1.6

Introduction . . . . . ... oo
Formalization of constraint satisfaction problem . . . . . .
Classification of CSPs . . . . . .. .. ... ... ...
1.3.1 According to the variables . . . . . ... ... . ...
1.3.2  According to constraints . . . .. ... .. ... ...
Modelling some problems as CSP . . . . .. .. .. ... ..
The graphical representation of CSP . . . . . . ... .. ..

Some applications areas . . . . . ... ... ... L.

2 Solving Techniques for CSPs

2.1

Search strategies . . . . . .. ...
2.1.1 Generate and test . . . . ...
2.1.2 Backtracking . . . ... ... oo L
2.1.3 Stochastic search . . . . .. .. ... ...

iv

vi

co O O N ==



2.2 Constraint propagation techniques. . . . . . . . ... .. ..
2.2.1 Node consistency . . . . ... . ... ... .. .. ..
2.2.2 Arcconsistency . . . . ... ... L.
2.2.3 Directional arc consistency . . . . . . ... ... ...
2.2.4 Path consistency . . .. ... ... ... ... ...
225  k-comsistency . . . . .. ...

2.3 Combining backtracking search and constraint propagation .

2.4 Ordering strategiesin CSPs . . . . .. ... ... ... ...
2.4.1 Variables ordering strategies . . . . . . ... ... ..
24.2 Valuesordering . . . .. .. ... ... ... ...

3 Maximal Constraint Satisfaction Problem
3.1 Imtroduction . . . . . .. .. ..o
3.2 Branch and bound for Max-CSPs . . . . . ... .. .. ...
3.3 Solving Max-CSP by NC*-CBJ algorithm . . . . ... ...

4 Partial Incompatible Based Lower Bound of NC* for Max-
CSPs
4.1 Introduction . . . . . . . .. ..o
4.2 Partial incompatible based lower bound of NC* . . . . . ..
4.3 The correctness of an improved lower bound of M-NC*-CBJ

4.4 Experimental results . . . . . ... ... ...
Conclusion

Appendix A

60

61
65
72

77

79

Appendix B 110

ii



Bibliography 124

iii



Acknowledgement

All my praises and gratitude to ALLAH, the most gracious, the most
merciful ;who gave me everything. Without the mercy and guidance of
ALLAH, this work could never be completed.

I would like to express my deep gratitude to my supervisor Assoc. Prof.
Soheir M. Khamis for her infinite patience, hard working, and continuous
interest to help. Her moral support made me overcome all challenges I met
in order to complete the work. She also supported me with all resources I
needed, including suggestions and interesting conversations.

Also, T would like to express my deep thanks to my supervisor Dr.
Ashraf M. Bhery for his great ideas that helped me during the preparation
of the thesis. Since the start, he guided me in the selection of the topic and
the related points. He supported me in a direct way through advises and
corrections and in an in-direct way through encouragement and providing
me with the most important references used.

Many great thanks to Academy of Scientific Research and Technology

for its supporting and encouragement during my preparation of the thesis.

v



Finally, I wish to express my gratitude to my family members especially
my parents for their love, patience, and offering words of encouragements

to spur my spirit at moments of depression.



Summary

The Constraint Satisfaction Problem (CSP) is a powerful and efficient
framework for modelling and solving many real world problems. Many
problems in artificial intelligence, computer science, engineering, and other
disciplines can be naturally represented as constraint satisfaction problems.
In a CSP, the goal is to find values for variables such that these values are not
violating any constraints that hold between the variables. It often happens
that a CSP is over-constrained, thus researchers may seek to partially solve
the problem such as in maximal constraint satisfaction problem (Max-CSP).
In Max-CSP framework, the aim is to satisfying maximum number of the
constraints.

The objective of this thesis is introducing a study on CSPs and Max-
CSPs. Larrosa and Schiex ([25],2004) introduced advanced node consistency
property NC* to improve the lower bound of branch and bound (B&B)
algorithm. Then, Zivan and Meisels in 2007 presented NC*-CBJ algorithm
which developed B&B-NC* algorithm without improving its lower bound.
During our study, we give a new treatment for improving the lower bound

of B&B-NC* and NC*-CBJ algorithms. The proposed treatment leads to

vi



suggesting new algorithm, M-NC*-CBJ which is a natural successor of NC*-
CBJ algorithm including the modification of the lower bound. By comparing
with the results of NC*-CBJ, the experimental results of M-NC*-CBJ on
random CSPs show improvement both in execution times and number of
assignments.

This thesis consists of four chapters, conclusion, two appendices, and
list of the most recent references used in this study.

The first chapter presents a brief introduction to CSPs. The formal def-
inition of CSP is also given. In addition, classification of CSP according to
types of variables and constraints is introduced. Furthermore, this chap-
ter contains the explanation of some problems and how modelling them as
CSP. Also, we describe the graphical representation of CSP and how can
be exploited to simplify the problem solving. Finally, a brief overview on
some practical applications of CSP is included.

The second chapter contains a brief description of the basic techniques
for solving CSPs. The proposed techniques are searching strategy, con-
straint propagation, and combining the search with constraint propagation.
Also, some ordering heuristics methods for variables and values in the search
strategy are included.

In chapter three, some briefly information about the partial constraint
satisfaction problem (PCSP) is introduced. Then, we focus on Maximal
Constraint Satisfaction Problem (Max-CSP) which is a special case of PCSP.
Also, description of the basic branch and bound algorithm for solving Max-
CSP is given. Furthermore, a brief description of NC*-CBJ algorithm which
is modified in chapter four, is presented.

Chapter four gives a new treatment for improving NC*-CBJ lower bound,

producing M-NC*-CBJ algorithm. This via adding new bound resulting

vil



from taking into account more inconsistencies resulted from the partially
incompatible relation between the future variables. Also, analysis of com-
plexity of the additional part to NC*-CBJ lower bound and providing a
proof that M-NC*-CBJ lower bound is still lower bound are included. Fi-
nally, this chapter gives experimental results of M-NC*-CBJ; by comparing
with previous results, showing the efficiency and robustness of M-NC*-CBJ
and its superiority with respect to the previous NC*-CBJ algorithm. This
treatment is considered a new contribution in this field.

In Appendix A, the implementation of M-NC*-CBJ algorithm that is
described in the fourth chapter, is written using the programming language
CH++.

Appendix B is devoted to illustrating the execution of M-NC*-CBJ al-
gorithm on a simple example of CSP. The execution shows that the problem
is over-constrained CSP.

Finally, we present a conclusion that summarizes the obtained results

and suggest some prospectives for future works.
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Chapter 1

Constraint Satisfaction
Problem

1.1 Introduction

Have you ever tried to schedule a meeting for a group of busy persons
with lots of agenda constraints, solve a crossword or Sudoku puzzle or opti-
mally allocate scarce resources to activities ? If so, you have consciously or
unconsciously been dealing with a Constraint Satisfaction Problem (CSP).
CSPs are the subject of intense research in both artificial intelligence (AI)
and operations research (OR). The regularity of CSP formulation provides
a common basis to analyze and solve problems of many unrelated areas, so a
large number of problems in Al and other areas of computer science can be
viewed as constraint satisfaction problems. Some examples are scheduling,
network management and configuration, graph problems, machine vision,
database systems, satisfiability problem, the planning of genetic experi-
ments, and the business applications.

In general, a Constraint satisfaction problem (CSP)[40] is a problem
composed of a set of variables and a set of constraints. Each variable has

a domain of values. Each constraint is defined over some subset of the



original set of variables and restricts the values that these variables can
simultaneously take. The task of solution is to find an assignment of a
value for each variable such that the assignment satisfy all the constraints.

The study of constraint satisfaction problems has been initiated by Mon-
tanari in 1974, [28], when describing certain combinatorial problems arising
in image-processing. It was quickly realized that the same general frame-
work was applicable to a much wider class of problems. Then, this general
problem has since been intensively studied, both theoretically and experi-
mentally (for more information see [27]).

In this chapter, a brief introduction to constraint satisfaction problems
is presented. The formal definition of CSP is given in Section 1.2. Classifi-
cation of CSP according to the types of variables and types of constraints is
presented in Section 1.3. In Section 1.4, modelling some problems as CSP is
explained. The graphical representation of the CSP and how can exploited
to simplify the problem solving are discussed in Section 1.5. Finally, a brief

overview of some practical applications of CSP is included in Section 1.6.

1.2 Formalization of constraint satisfaction

problem

In this section, a formal definition of the constraint satisfaction problem
is given. First, we introduce some terminologies which are used in the formal
definition. Almost the information of this part is recalled from [40].
Domains and labels

In a CSP, each variable has a domain of possible values, and can only be
assigned a value from that domain. Let z be a variable, then its domain is
denoted by D,. Assigning a value to a variable is called labelling a variable.

A label is a variable-value pair that represents the assignment of the value



