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Abstract
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Doctor of Philosophy dissertation

Ain Shams University, 2011

E-learning environments have evolved over the past decades due to the availability of high speed networking and Internet. E-learning has become a popular teaching method in recent years. One of the modes of e-learning is the blended learning where learners can view teaching materials asynchronously from a teaching website and collaborate with their peers at their own pace, while providing for necessary face-to-face explanation, discussion, and physical operation in the classroom. The learners consequently require support while using web based tools, but it is very difficult and time consuming for instructors to track and assess all the activities performed by all learners on the e-learning tools.

At the same time, the intelligent agent paradigm is growing to be a continuously evolving and expanding area. It is a perfect technology to be used in the web-based learning field since it fits the dynamic and distributed nature of e-learning where all of the teachers and students are independent entities, and they need to collaborate with each other to help the teachers teach better and students learn better.

Thus the main objective of this research is the development of a Multi-Agent System for Collaborative E-learning (MASCE) as a “proof of concept” which will use machine learning techniques for data mining of the huge amount of data collected for the reasoning of agents.
Three different machine learning techniques are being used for data mining of data collected to find best candidate helpers. These are Rough sets, Decision trees and finally an integrated approach using rough sets and entropy. The results obtained were in the form of decision rules which were used by the multi-agent system to recommend best potential helpers for a student who needs help in a particular topic. The results are compared to find which one is the most suitable for this particular application as it is known that there is no one universal machine learning solution for all the domains of applications. It was found that the integrated rough sets and entropy approach gave simpler, shorter rules with higher coverage and better accuracy at the same time.

In conclusion, supported by machine learning techniques, the researcher was able to enhance the application of multi-agent system to collect, manage, share, and analyze data and extract useful information in a real-time, dynamic collaborative e-learning environment. The results show that this is quite a promising approach that successfully combines machine learning techniques with agent technology in e-learning systems in order to provide higher quality services towards the end users of e-learning systems (both students and instructors).
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