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                                     Abstract 

 Abstract 

Data mining is a part of a large area of recent research in 
artificial intelligence and information management. The 
purpose is to find new knowledge from databases where the 
dimensionality, complexity, or amount of data is 
prohibitively large for manual analysis. A large data set may 
be of very high dimensionality and consists of complex 
structure that even the most well planned data mining 
techniques might have difficulty extracting meaningful 
patterns from it. An unsupervised technique such as cluster 
detection becomes useful in such situations. 

 
  Clustering is a useful tool when it is used to deal with a 

large complex data set with many variables and unknown 
internal structure. In such situations, clustering would be the 
best tool to obtain an initial understanding of the structure 
inherent in the data. Once automatic cluster detection has 
discovered regions of the data space that contains similar 
records, other data mining tools and techniques could be 
used to discover rules and patterns within the clusters. 

 
The Self-Organizing Map (SOM) has been used as a tool 

for mapping high-dimensional data into a one- (or two-) 
dimensional feature map. It is then possible to visually 
identify the clusters from the map. The main advantage of 
such a mapping is that it would be possible to gain some 
idea of the structure of the data by observing the map, due 
to topology preserving nature of the SOM. 

 
Usually, SOM can be initialized using random values for 

the weight vectors. In this thesis we present a different 
approach for initializing SOM. This approach depends on 
the K-means algorithm as an initialization step for SOM. 


