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Summary 
 
 

Distance recognition and resources assignment for the targets  are 

fundamental problems due to related applications of operations 

research in different domains. In this thesis, we describe both 

distance recognition and resource target assignment for the model 

we built as a representation of the actual system. The research 

consists of two parts. The first part is to determine the distance of 

vehicles (target) based on sound emitted by them. The sound is 

preprocessed using both wavelet method and Fourier transform 

method to obtain feature vectors to be used by a neural classifier.  

We design both backpropagation neural network and Self 

Organizing Neural Network (SON) to determine the distance of the 

targets, due to the change of wave propagation at day morning and 

night because of the noise, we detect the sound produced by 

vehicles using microphone to determine the distance at different 

times of day. The second part is to assign the minimum number of 

weapons in n sites  to defense m targets,   we do not have sufficient 

information related to dangerous values of   the enemy  targets and  

the data are typically fuzzy in nature, so we use Fuzzy Logic to 

calculate the dangerous values of the targets. The dangerous value 

of enemy target reflects the degree of significant of this target, the 

dangerous value of target depends on the following parameters: 

The distance , velocity, altitude and capacity of the targets. A new 



 

nonlinear mixed integer programming representation of weapon 

target assignment (WTA) problem is formulated. We use Matlab 

programming and backpropagation  neural networks  to solve this 

problem.   

This thesis consists of 6 chapters: 

 

-Chapter one , Introduction of  the thesis. 

-Chapter Two, The basic concepts of signal analysis, fuzzy logic, 

neural networks,  nonlinear programming. 

-Chapter Three, Survey of pervious work of ”artificial Neural 

networks for pattern recognition” , “solution of linear and non 

linear programming” and “artificial neural networks for 

constrained optimization problem ” . 

-Chapter Four, The proposed model which consists of the 

backpropagation neural networks and the self organizing neural 

networks   to solve distance target recognition  problem , the 

mathematical programming to formulate and solve resources target 

assignment problem  and the backpropagation neural networks  to 

solve  the resources target assignment problem. 

Chapter Five, Experiments and results of the research model 

using back propagation neural networks, self-organization neural 

networks. 

Chapter  Six, Conclusion and Further Research. 
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