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Abstract

Asynchronous Transfer Mode (ATM) is the base on which Broadband - Integrated
Services Digital Network (B-ISDN) stands. The B-ISDN protocol reference model
consists of physical laver, ATM layer, ATM adaptation layer, and higher lavers. Two
important interfaces that are defined in ATM are the User-Nerwork Interface (UNT}
and the Private Network-Network Interface(PNNI). Routing in ATM networks is
specified by the ATM forum in its PNNI specification. PNNI includes two categories
of protocols; one for distributing topology information between switches and clusters
of switches. This information is used to compute paths through the network. A second '
protocol is defined for signalling, that is message flows used to establish point-to-
point and point-to-multipoint connections across the ATM network.

Kev emerging technologies in the artificial intelligence domain are neural
networks. genetic algorithms, and intelligent agents. Neural networks applications in
the ATM domain include wtelligent traffic control, link admission control, Modeling
Aggregate Heterogeneous ATM Sources, and traffic prediction. Genetic algorithms
can serve simultaneous climbing of peaks in optimization problems. They are usedto
predict maximum cell loss in ATM networks and can also be used for optimal
message routing. Imtelligent agents are a new software paradigm. They are relatively
small pieces of autonomous software that act in various roles on behalf of a specific
function or user. Multi-agent systems allow for independent development of agents
that are then used as components in systems; alsa, they account for diversities in
knowledge levels and specializations; moreover, they are more robust and are simpler
to design. For these reasons a multi-agent architecture is proposed for solving the
routing problem in ATM networks. A simulation environment is developed for this

problem.

Revwords: AsmchmmusTransfuMode,ATMAmﬁqalIMdhgmee.ALNaijawodG.Gmc
Algorithms. Imtelligent Ag:ns,PrivamNawnrk-Ne:woxtlmufaa,PNNI,Rouﬁng
it

Central Library - Ain Shams University



Central Library - Ain Shams University



Table of Contents

ACKNOWLEDGMENTS
ABSTRACT
ABBREVIATIONS
LIST OF FIGURES
LIST OF TABLES
CHAPTER 1: INTRODUCTION
1.1.  General
1.2.  Description of Thesis
PARTL: ASYNCHRONOQUS TRANSFER MODE (ATM)

CHAPTER 2:

FUNDAMENTALS OF ATM
2.1. B-ISDN User-Network Interfaces and Protocols
2.1.1.  B-ISDN Protocol Reference Model
2.1.1.1.  Physical Layer Functions
2112,  ATM Layer Functions
2.1.1.3.  ATM Adaptation Layer
Functions
2.12. The User Network Interface
2.12.1.  B-ISDN UNI Reference
Configuration and Physical
Realizations
2.1.3. ATM Layer Connections
2.13.1.  Active Connections at the B-
ISDN UNI
2.1.3.2.  Viral Channel Connections
2.1.3.3. Viral Path Connections
2.1.4. ATM Adaptation Layer
2.2. Signalling
2.2.1. Protocol Architecture for Retease |
222.  ATM Adaptation Layer for Signalling
222.1. Common Part
2222,  Service Specific Pant
2.3. ATM Switching
23.1. Switching Elements
23.2. Switching Networks
2.4. ATM Transmission Network

Page

i

X1

[ VRN SN - N L VA wI [ I

~]

13
14

i4
14
15
16
16
18
19
19
20
20
21
22

iid

Central Library - Ain Shams University



241 Cell Transfer Functions
24.1.1. Generation of Cells
2.412. Multiplexing /

Concentration of Ceils
24.13.  Cross- Connecting of Cells
242, Transmission Systems

CHAPTER 3:  PRIVATE NETWORK-NETWORK INTERFACE

3.1.
3.2

33

34

3.5
3.6

Overview
PNNI Routing
32.L Functions of the PNNI Routing Protocol
322 Physical Network
3.2.3. The Lowest Hierarchical Level
3.23.1.  Peer Groups and Logical

Nodes

3232, Logical Links and their
Initialization

3.233. Information Exchange in
PNNI

3234,  Peer Group Leader
324 One Hierarchical Level Up
324.1. Logical Group Nodes
3242  Feeding Information Up The
Hierarchy
3.24.3.  Feeding Information Down
The Hierarchy
3.2.44.  Uplinks
324.5. PNNIRouting Control
Channels
3.246. Topology Database
Exchange
3.24.7. Horizontal Links
3248. Topology Aggregation
3.2.5.  The PNNI Routing Hierarchy
3.2.6. Address Summarization & Reachability
3.2.6.1.  Address Scoping
32.7. Path Selection
3.2.7.1.  Generic Connection
Admission Contro]
Addressing
3.3.1.  ATM Addressing Convention
332,  Node Addresses
333 End System Addresses
Identifiers and Indicators
3.41.  Level Indicators
342,  Peer Group Identifiers
3.43.  Node Identifiers
Logical Links
PNNI Routing Contrel Channels

[ B oW o ]
e L3 P2

I J
Sy

27
27
27
27
28
29
29

W G Ll L) L)
wny [ S VR WY )

(YR PY]
[= SRV

37

5
45

47
47
47

49
49

Central Library - Ain Shams University



3.6.1. Specification of the AAL used by the
PNNI Routing Conrrol Channe]
3.6.2. Traffic Contract for RCCs over Physical
Links
3.6.3. Traffic Contract for RCCs over VPCs
3.64. SVCC-Based RCC Connection
Establishment Overview
3.64.1.  SETUP Message Conients
3.642. CONNECT Message
Contents
3.6.43. RELEASE and RELEASE
COMPLETE Message
Contents
31.6.5. SVCCs when One End is not an LGN
3.6.6. Establishing and Maintaining SVCCs
between Logical Group Nodes
The Hello Protocol
3.7.1. PNNI Version Negotiation
3.7.2. Hellos Over Physical Links and VPCs
3.72.1.  The Hello State Machine
3.722.  Sending Hellos
3723,  Receiving Hellos

373 The LGN Hello Protocol
3.73.1.  SVCC-Based RCC Hello
Protocol
3.73.2. LGN Horizontal Link Helio
Protocol

3.733.  Overall Procedures
Database Synchronization
3.8.1. The Neighboring Peer Data Structure
3.82.  Neighboring Peer States
3.83. Events Causing Neighboring Peer State

Changes
3.84. The Neighboring Peer State Machine
3.8.5. Sending Database Summary Packets
3.8.6.  Receiving Database Summary Packets
387 Sending PTSE Request Packets
3.88.  Receiving PTSE Request Packets
Topology Description and Distribution
3.9.1. Topology Information

39.1.1.  Topology State Parameters

3.8.1.2.  Nodal Information

3.9.1.3. Reachability Informaticn
392 PTSPs and PTSEs

3.92.1. PTSPs

3922 PTSEs
3.93. Flooding

39.3.1. Overview

39.3.2.  Sending PTSPs

62
63
63
63

81
82
83

86

97
97
58
101
102

104
107
109
113
114
115
115
115
121
122
123
123
123
123
123
124

Central Library - Ain Shams University



5933  Receivinga PTSP 123
3.9.4. Aging PTSEs in the Topology Database 128
3.9.4.1.  Computing the Remaining 128
Lifetime of a PTSE
3.9.4.2. Refreshing Self-originated 128
PTSEs
3.95. Triggered Updates of Topology 129
Information
3.10. Advertising and Summarizing Reachable 129
Addresses
3.10.1.  Scope of Advertisement of Addresses 129
3.10.2.  Summary Address and Suppressed 129

Summary Address
3.10.3. Native Addresses
3.10.4. Foreign Addresses
3.10.5. Group Addresses
3.10.6.  Exterior Reachable Addresses
3.11. Hierarchy 131
311.1. Peer Group Leader 3
3.11.1.1. Peer Group Leader Election

——
fad L) L L
[ s e Y e [ ]

Algorithm
5.11.2.  Advertising Uplinks 144
3.11.2.1. Advertising Uplinks from 144
Lowest Level Nodes
3.11.22. Reverse Direction 144
Information in Uplinks
31.11.3. Topology Aggregation 5
3.11.4. Feeding Information Down The 145
Hierarchy
3.12. Peer Group Partitions 146
3.13. Operation of a Node when in a Topology Database 146
Overload State
3.13.1. Requirement for operation in topology 147
database overload state
3.13.1.1. Minimum State Required 147
3.13.1.2. Disallowed Functions 147
3.13.1.3. PGL Election 147
3.13.1.4. PTSP Reception and 148
Transmission
3.13.1.5. Periodic Resynchromzanon 148
3.14. Path Selection 148
3.14.1.  Eligible Entities for Path Selection 149

3142. Link Constraints. Node Constraints, and 150
Path Constratnts

3.14.3. CLR Selection for CBR and VBR 151
Service

3.144. Generic CAC Algorithm for CBR and 151
VBR Services

vi

Central Library - Ain Shams University



PARTIIL:

CHAPTER 4:

3.14.4.1.  Parameter Choice for GCAC
3.1442  Complex GCAC
3.1443. Simple GCAC

3.145.  Generic CAC Algorithm for Best-E ffort

Service
3.145.1. Minimum Acceptable ATM
Traffic Descriptor
EMERGING TECHNOLOGIES
NEURAL NETWORKS
4.1. Definition
4.2, Properties and Capabilities
43.  Stuctural Levels of Organization in the Brain
4.4, Network Architectures
44.1. Single-Layer Feedforward Networks
4.4.2. Multilaver Feedforward Networks
4435, Recurrent Networks
4.43.1.  Lattice structures
4.5. Knowledge Representation
4.6.  Applications of Neural Networks in ATM

46.1. Intelligent Traffic Control for ATM
4.6.1.1.  Neural Networks for ATM

Traffic Control

4.6.1.2. Neural Networks for Traffic
Measurements

4.6.1.3.  Neural Networks for
Connection Admission
Control

46.14.  Neural Networks for Traffic
Policing

4.6.1.5.  Congestion Control by
Neural Networks

46.2. Neural Networks for Link Admission

Control
46.2.1. Link Admission Control
4.6.22. Link Allocation with BPyt
4.6.3. Modeling Aggregate Heterogeneous
ATM Sources Using Neural Networks
464. Neural Networks for ATM Traffic
Prediction
4.6.5. Training Techniques for Neural
Network Applications in ATM
4.65.1. CAC by Neural Network
4.6.32.  Training with Relative
Target
4.6.5.3.  Training Data for Real-time
Learning

(]

— et e
L Ln
[P VY

(¥ 1)

—
h
4

154

154
154
155
156
164
165
166
167
168
169
170
170
170

172

177
180
180
181
182
185
187

187
189

163

Central Library - Ain Shams University



CHAPTER &:

CHAPTER 6:

GENETIC ALGORITHMS

31, Overview
311 Traditional Optimization and Search
Methods
5.1, C sals of Optimization
513 Ditferences between Genetic
Algorithms and the Traditional Methods
5.1.4. Genetic Operators
5.1.4.1.  Reproduction
5.1.42.  Simple Crossover
5.1.43  Mutation
5.2.  Applications of Genetic Algorithms in Computer
Networks
52.1. Prediction of Maximmum Cell Loss in
ATM Networks
52.2. Dynamic Anticipatory Routing in
Circuit-Switched Telecommunications
Networks
522.1.  Routing Network Traffic
5222,  The Call Request Routing
and Scheduling Problem
5.2.2.3.  OQutline of The Dynamic
Anticipatory Routing
Algorithm
5224. Solving The Tactical
Planning Problem: Heuristic
Random Search
5.2.2.5. A Genetic Algorithm for
Bandwidth Packing
5.2.2.6. Comparative Evaluation Of
Heuristics For Bandwidth
Packing
INTELLIGENT AGENTS
6.1. Introduction
62. Definition
6.3. Agent Applications
6.3.1.  Network Agents
6.3.1.1. LAN Management
6.3.1.2.  Security
6.3.2. Database Agents
6.32.1.  Data Integrity Checking
Agent
6.32.2.  Constraint Agents
6.3.2.3.  Database Report-
Distribution Agents
6.3.2.4. A Distributed Database
Backup Agent
6.33. Communications Management Agents

193
195
195

196
196

196
197
197
197
158

198

199

199
200

202

207

218
218
219
219
220
220
222
223
223

223
224

224

225

viii

Central Library - Ain Shams University



