
J)JSt;Hl·:·rE SE<)L, E:\ l'IAL E~ l'l!\lA[I('N 

OF BIT SYNCHllt)\fiZATION IN 

DETECTION 

\ '--L.' 

BY 

OSMAN ABO EL LATIF BADR 

B. Sc. in Electrical Engineering 

A thesis Submitted fnr the 

M. Sc. Degree in Elctrical Engineering 

Ain Shams University 

Faculty of Engineering 

1972 

."-:.:..-. --. -.. 



I _Jould lii\:G to cxpr<ess my grc;ti tudv 1 :Jr the- grc-,t 

,,:=sictnncc given by Pro:L 2.E. Yusscf, Ho;1d of thl Elcctric,_l 

Engin-orins Dep~rtmont, Ain Shams Univ~rsity, who supervised 

this thesis, ~hich could not have be~n ccmplctsd without 

his e-ncour?gemsnt ·•nd hslp. 





IV. Discrete Sequer!tbl EstirJc;tion of Bit Synchron­
ization ss a two dimeusional problem,........ 85 

IV.~.Introduction............................... 85 

IV.2.The Joint a Posteriori density Function 
for single interv31.................... 86 

IV.3.The Joint iJ Posteriori density function for 
multiple int6rval...................... 91 

IV.4.The Recursive Bit Synchronization Estima-
tion................................... 94 

IV.5 • .App1ication of the Cremer Rao Bound to the 
bit estimation problem ••••••••••••••••• 107 

Conclusion ••••••••••.•••••.•..••••..••••••••.••.•.•• -.. 10' 
/ 

Appendix 1 : The a Posteriori probabilities for 
single bit and multiple bit interval ••• 117 

Appendix 2 : The discrete maximum principle~........ 121 

Invariant imbedding •••••••••••••••••••• 127 

Appendix 3 : Derive.tion of s0quential estimation 
algorithm ••..••••••••••..•..•••••••.••• 141 

Apj)end ix 4- : Flow chart 2.nd C!Oise subroutine ••• ,.... 145 

Ap>;:end ix 5 : Exp0ctat L~n of the derivatives of the 
obsc..;rvGtion inttgr8l........ •• . . • ••• •• • 147 

References •..•.••••••• ~······················•·••••• 154 



( i v) 

G = bit ti~ing misnlignmunt 

T = the locnlly generated bit period 

11r = the incoming bit period 

To = the sampling period 

f = the loc2l clock frequency 

fr = the incoming clock frequency 

!I f L. = the frequency difference between oscillator 
,., 

G s = T = normalized bit timing misalignment 

z(t) = the observation 

x(t) = the received binary modulated process 

s 1 (t),s2 (t) =the transmitted waveform 

n(t) = additive Gaussian distributed noise 

Es = aver,,ge signal energy in a bit period 

Ed = average energy in the signal derivative 

No = noise spectr''.l densi,;~ (single side b2.nd) 

E s 
~ = No = signal to noise r:<.t i 0 

K = Totnl cumber of S?tn"[Jl6S in one bit period 

L = TotCJl nut'l be;r of bits considered 
~ 

G = the c:rror in bit timing 

d(k) = time drift 

Q. = variAnce of the drift 

R =: Rn = the v~riance coefficient of noise 

Rf.t = the variance coefficient of the derivative of noise 

Z(k) 



iofor.:ation is transmitt~d by digital u~dulation oi wave-

shap8s cf the form 

s(t) = f(t) sin (w 0 t + Q) (1) 

(f(t)) is a pseudorandom ti~e function, i.e,, it is generated 

deterdinistically by means ~f a code of e long period, but 

it appears to be a randou wave to an observer who h3.S av"_il-

al:lle only a segmEmt of (f(t)) and whD is ignorent of the 

code. The spectrum of (f(t)) consists :f frequs~cies much 

lower than (w 0 ). In this class of ccncunic~ti~~ systeMs 

(f(t)) is called the subcarrier • 

• ctually (f(t)) is usually a 

infcr:r:ation (for instanc0 1 by ,Jultipj_icaticti :;f t•e ingreuisnt 

sisnsl form by plus nr uinus one, fer a lenGth o~ ti. a called 

able +;;:- generatE; psriodic;:,lly t;-~,._. ingrE.-diet1t ~:ignal, cor-

related it w it:·l the trar1saitted ,-,-_:.;dulated w,weshape for 

thE duretion of a single mark or space signal and c8nsider 

th0 sign of t~~ locally ~enerated signal as the polarity of 
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instancG, i~ which (f(t)) is 

made t2 modulate; cil3 cslrier frc_ quency). In any case, 

,signal recepti::m is achi,e;ved through binery detecti:m (the 

tssting 2£ ec1 appropriate simple tcypothesis vs~ the appro­

priate single alter:::tative). 

If c maxi~um likuli~ood receiver is used and the 

background ncise is white, the initial step in the detection 

process is the formation Jf the correlation of the transmitted 

We7eshapes with the exps~ted un~odulated waveshape, the latter 

being internally genera~ed at the receiver. In 2rder to 

pe~form the desired correlation, the receiver must be able 

to gen&rat8 a perfect replica c;f the UOhl::dulated transmitted 

wave. The receiver has available some information about 

tbu traasmitted waveshaped (1). (e.~. the basic signal for~, 

the; receiver must kn:JVi! 

l) The car_rier ~reque~cy and phase. 

If the r.ceiver is 8oving with respect to t~e 

trgnsmitter th~ carrie~ irGs'JSLcy is subject t8 Doppler 

shift, '':~:tile the ~n ~ie distence bet~ee~ 



from the transmitter, while in other sy2tems the receiver 

extracts from th& signal sufficient informati~n nuc0ssary 

for syncb...ronizat ion. In such sy st&,ns, synchronization is 

basically the estimation of two parameters; carrier frequency 

end the bit rate. But for coherent reception, tho receiver 

must estimate also the carrier or bit phase. 

A panel discussion at the IEEE Winter General 

MeE-ting (1) in 1963, focussed attent'coc on several fundament-

al quEostions regarding syclchronizatLn, and noted genc.ral 

defici;;ncios in the amount of effort devoted tonards this 

aim. In c~nnection with bit timing, it is convenient to 

categorize the approaches into two bread classes: 

1) ~ethods in w~ich the format for all o~ part 

syst<e·:s ('l'P.)). 

2) Techr:iquos i·, •.;,·hi is 

extracted froa :.'lessage data (sc.lf synchr:JnizEJd systGIIl (SS)). 

Ir: this latter class, twc cc:,, :JEly oiilployGd ''"eans 

o:t synchronization are: 
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2) Phaso-l Jc'- J- -:D (nJ,J") tr:;ckic~; _,]_' tl""- oit 

fr8quE-ncy spectral compoc''-'nt in thG den.cod:.Jlated ,_-~E-ssage 

( A' .;), (4) • 

Very recentlJ sequential osti~tation methods have 

been introduced by Sag"' and il1cBrid8 (5), (6). Th0 pr;;;s&nt 

study is an extension of tneir work in the sequential 

estbtation of bit synchronization. 

In this th2sis, the bit synch~onizatian problem 

the control thsory. C~apter (I) be~i0s ~ith the formul-

ation of the ·;roblE~, tl~e opti~um an~ SJ~8 suhoptimum 

receiv8rs ar2 diEcussed. In Chapter (II) tee work of 

~cBride and Sago in thia field is ~oviawed and their result 

ars r~invEstigated. C~apter (III) contains a trial to 

mentiontd schemEs, and ~ecursiv~ bi~ es~imation sl~orithms 



Y' ::.~i C' i '-· ,~, "i" <'": -::; l .iC~:l iti. 

the set~~ exam~lt· 1 wbic:~ is given by ~~brids gnd Sage (5),(5), 

ir taken in ord _r to e:;~~--_;c:_;_·"lish a ::;olid bJ.SB or comparison. 
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I.l. In~~oduction 

I'\ digital communicatioa systemco, the cheo:ry of 

optimum data detection requires th~t precise kno~ledge of 

the bit transition ti~e be ~nown t~ ths r ceiver before a 

bit-by-bit detection ca~ be impleme~ted. The optiuum 

receiver for a phase shift keying (i-2K) moduiated wave-

form embed6ed in addHive Gaussian noise is the matc11ed 

filter or th~ correlation detector. Thia device ia usually 

ioplemeGted ~y an integrate and dump circouit w~1ic;" requires 

the bit timing of the incoi"1j_ng sequc~nce. Thts tiaing is 

supplied by the bit c;ndu~oaizer. S.S syr,tems, which 

acquire bit synchronization timing ~irectly from the incoming 

applic~tions. The majority of the present-day bit synchro-

or ca~~ier data b~ used 0u esJimate the carrisr a~d,'or sub-

car~isr frequency and phase of the . . 
lcco,-:lln.; s.aqu.'_ ~ .. tee. 

form to an a11al·lg bascbun~ p~ocess. Although t~e idGa of 
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o± r6Suarch ~ab b6en pe~~o~~ed. Fu~tLermo~e, bhib conversion 

to an analOJ baseband process ~an probably be avoided while 

still using th<:. available tb:,ory and digital implement at ion 

technique:s deve:loped for the basebac1cl uodel. 

Two parameters are generally used to measure the 

-s: p<e:c·formance of bit synchronizers, the r.m.s• jitter or timing 

erf 

s r 

0 

;u i 

gu 

is 

lB 

Ub( 

xit 

misalignment and bit sliQpage. Which of these ie more 

import;cmt dejJends on tiw type of cata being transmitted and 

t;y])e o:i: modulation employe:d. Probatly tl',e mos'G widely used 

pcrforme·lce Porameter for digitel cotJ.c~un~catior, syst6ms is 

+-1~ . 
Ul..LV 

the bit error probability (BEP) versus the aVc'~c.,ge; bit energy 

Per nn 1. s" d ··n s 1· ~y "'/" " "' '-' .. ~ ..., '7-"o• 
' ' 

be dir .ctly ;celat< d ::;o t':G bit timi!"'S :nis3lio;n:tent. On the 

other hend, 'C~lc eff'E:oct o~ bi1~ :clinpT·,C; i.s rnt ';~si.l;i related 

o1'±€-cts tl.;_''-' ~~~~ord synchL·CnliZCJ."Gion. 

A conditional bE'' "'"') cc dGrivGd for :PSK modulated 

conditioned upon a static tLue nisaligmu.unt G. This BEF 

(definEod by p 8 ) is lasil,; sh,Tan (7) to be given by 
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(clocks) which generate Ghe t~t ~~riods, t.Js initial p~ase 

"' n -, '") 1::1 - . ..L .. The 

characteristics associated with these can be divideU into 

three probHcms. 

Problem 1: 

fr:.guencies compl~tcly stable and their values 

known and initial phase unknown. 

Problem 2: 

frequencies have deterministic slow drift 

charucteri;cc;ics; ths initial frecgLlcmcies unknown 

to within bounds and initial phase unknown. 

Problsm .3: 

frequencies havv rr,1nd:•m drift charactCJristics 

(slow drift) ~bout m~an fr~ouenci.0s; 

unknov;n .. 

Division of tlL clock charccteristics inco t:: • .cseo t!1rtce proble,n 

'ossibil~uics and also, divides the 

de-gree of co~:1pl<oxity of tLc. bit synchronizetion problem from 

th(, UtlKrn'ns associated v1i.cb. both clocks arc char'"cterized by 

t-_-



C= j c(Y) p(G/z) dQ •• (I.3.l) 

'I'hc fu~ctional in;~rcdilnt rccquirEod in Bayc~s param00er 

esti~ation is the a posteriori density p(G/z) and the first 

step in any Bayesian pare.meter analysis (such as ti:1e biy 

sync. estimation probl0m) is to determine p(Q/z). For the bit 

sync. estimation probletll 1 the a post8riori density p(9/z) and 

the observation models are: 

p(z/9) p(Q) 
p(Q/z) "'-:--------­

JrCz/9) p(Q) d9 
6 

z(t) = x(t 1 9) + n(t) 

•• (1.3-2) 

•• (1.3.3) 

whe:re (9) and (z) ar,, symtols used for simplicity and whecre 

p(Q) is t~e ~priori density for thL time uncertainty (G), 

The maximum a po:o:n:;eriori (i11AP) estimate algorithm '·'Jould be 
~ 

to fincl a(G) containc;d v;ithin its range of dc.finition such 

tl:~at p(G/z) is :1oximiz8d. This is equivalent to: 

m~x p(Q/z) - :J~x p(z/G) p(Q) •• (1.3.4) 
Q ":'! 

because the denominator 01 Eg! (1.3.2.) is not a function of 

(9). The parameter (Q) t0 be established is defined as th& 

time uncertainty from the start of the observation to the 

first bit transition point. The bit transition point is tha' 


