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SUMMARY

The finite difference method for solving Initial—Boundary-
value Problems for Partial Differentia] Equations is an approxi-
mate method, in the Sense that derivatives at a point are approxi-
mated by difference quotients over a smal} interval, Accordingly,
this method reduces the problem to difference equations forming a

system of algebraic equations of the solution at different points.

In chapter I we introduced some advanced concepts from the
theory of partial differential equations such as existence, uniqu-
hess of solutions, well-posed and ill-posed problems and the
classification of the equations and the associated initial and

boundary conditions, with Physical examples.

In Chapter II the concepts of the finite difference method is
introduced, and we have considered three methods for developing
difference equations, Taylor-series method, the integral method
and the method of polynomial fitting, Considering the associated
discretization and rounding errors, the convergence, stability and

consistency.

In chapter III it is studjed the theory of finite difference
approximation in Banach space by using the discrete Fourier anal-
ysis also it is considered the prove of the Lax Equivalence

theorem imposed for the initial-boundary*value problems.
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In chapter IV we have introduced a survey of the partial
difference equations imposed for the heat and wave equations also
we considered the representation of the wave squation as a systenm
of two first order equations. For studying the stability of a
difference scheme, it is considered the Von Neumann method, the

Hatrix method and the Energy method.

In chapter V we have studied some matrix theorems, which we
have recognized during studying the stability of difference
equations. Also, in this chapter we have introduced some new
formulas for the divided differences of the product of functions,
and we have considered the analogy between the divided differences
and the derivatives which introduced as a conjecture by MNorton

[41] and we published this work in march, 1989 [45].

S
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CHAPTER 1

GENERAL CONCEPTS OF
INITIAL BOUNDARY VALUE PROBLEMS

FOR PARTIAL DIFFERENTIAL EQUATIONS

Central Library - Ain Shams University



CHAPTER 1

GENERAL CONCEPTS OF INITIAL BOUNDARY-VALUE
PROBLEMS FOR PARTIAL DIFFERENTIAL EQUATIONS

1.1 Introduction:

Partial Differential Equations are those which contain one or
more partial derivatives, They must, therefore, involve at least
two independent variables. The order of a partial differential

equation is the order of the highest derivatives, it is assumed
finite.

A partial differential equation, abbreviated PDE, for one

unknown function u of two independent variables x and Yy is a

relationship
F(x‘y'u'ux‘uy'“xx'uxy’uyy‘uxxx‘uxxy'"') =0 (1.1)
where
2 2
3u 3"y
€iy = — ,u = ;o = etc;
X oax o ¥ axay
Usually we use the notations:
w =p, uy =q, U =T uxy = s, uYY =t (1.2)

A linear equation is one which is linear in the dependent
variable u and all of its derivatives occurring in the equation.

Then, a linear equation can be written in the form

Lus=gx, ¥y (1.3)
vhere L u is a sum of terms each of which is a product of a funct-

ion of x and y with u or one of its partial derivatives.

SN
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For first and second-order equations the respective forms for

L u are,

Lu=aqa ux +b uy -—ecu (1.4)

and

Lu=x a.uxx + 2b uxy +cC uyy +d u te “y +fu (1.5)

where a, b, ¢, d, e and £ are functions in x and Y.

A linear equation is said to be homogeneous when, in equation
(1.3) g(x,y) = 0, and non-homogeneous when 9(x,¥)d 0. Of course, a
single partial differential equation for one unknown function,
such as,

Lu=g(x, y (1.6)

where L is defined by formula (1.5), which also can be written in

the form

F(x, v, p. q, r, s, t)y =0 (1.7)

might possess many solutions, and one of the first questions to
arise concerns their multiplicity and the auxiliary data that

might serve to distinguish them from one another in a unique way.

The definition of I shows that the difference between two
solutions of equation (1.3) is a solution of the corresponding
homogenecus equation. Thus, the solutions of the inhomogeneous
equation can be obtained by adding a solution of the homogeneous
equation to any particular solution of the inhomogeneous equation

this is analogous to that in ordinary differential equations.

One of the most important differences betveen the solutions

of PDE's and those of ordinary differential equations. For whereas
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the general solution of a linear ordinary differential equation
contains arbitrary constants of integration, the general solution
of a linear partial differentia} equation contain arbitrary funct-
ions. Garabedian [16], a pointed that the general solution of a
partial differential equation of order n for a function of k
independent variables ought to depend on n arbitrary functions of

(k-1) independent variables, Cauchy-Kowalewski theorem.

Non-linear and Quasilinear equations, when the coefficients
of an n' order PDE depend upon n'! order derivatives, the equat-
ion is non-linear, when they depend upon it order derivatives,

B < n, the equation is quasilinear Lapidus [32], Williams {61].

1.2 First-Order Quasilinear Partial Differential Equations:

The first order quasilinear PDE, in two independent variables

X and y, can be written, Moon (40}, as follows:

a(x, vy, wu, + b(x, y, u)uy =C(X, ¥, u (1.8)

The PDE, (1.3) can be considered as a special case of (1.8).
From the geometric point of view, Lapidus (32] and Grabedian (1e],
the solution function u(x,t) for equation (1.8) represents a
surface u = u(x,y) in the three dimensional space (x, Y, u), at
each point of the solution surface the vector (ux,uy,-l} has the
direction of the normal to the surface. Thus, from equation (1.8)
the vector (a,b,c) is perpendicular to the normal, and therefore
must lie in the tangent plane of the surface u=u(x,y). Accordingly
the PDE is a mathematical statement of the geometrical requirement

that any solution surface through a point P(X,¥,u) must be tangent
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to a vector with components (&, b, ¢). Furthermore, since (a,b,c)
is always tangent to the surface. We never leave the surface.

Note also that since y = u(x,y) we have
du = uxdx + uydy (1.9)

and thus (a, b, ¢) // (dx, dy, du) and the general solution of

equation (1.8) is given, Courant {9}, by
G{v, w) =0 (1.10)
where G is an arbitrary function and where

vi{x,y.,u) = C.l and wix,y,u) = C2

form a solution of the equations

Equation (1.11) comprises a set of two independent ordinary

differential equations, a two-parameter family of curves in space,

one of thenm,

% s :((::Y:E;
is the characteristic curve.
Note that:

When a = a(x,y) and b = b(x,y). the characteristic is
known as a base curve. When a and b are constants, the last equat-
ion defines a set of parallel lines in {x,Y) space, in the general
quasilinear case
i.e. a = a(x,y,u) and b = b(x,y,u)

the last equation can not be evaluated until u(x,y) is also known.
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