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PREFACE

Infinite matrices have received the interest of
many mathematlcians in different decades, They inter-—
vene as tools in many matheunsatical subjects as well as
they are interesting in their own rightss They have
bteen for a long period g usefal tool in summability of
series as well as in the investigation of basic sets of
polynomials, Also they have been, as independent objects,
the subject of study. Thus we have the pap=srs of S.A.
Iorahim and R.H. Maker (and his students) on functions,
power series and infinite products of infinite matrices,
The papers of Vermes and Ayres have investigated the de-
composition of row-finite infinite matrices into simple
forms of matrices, in particular etrings, their resultis
are pure theoretic and do not indicate any spplicability.,
Hore in the present thesis, we zre interested in the re-
duction of row-finite infinite matrices to simple foims
mostly a ¥in to those arising in the fheory of numerical
enalysis for finite matrices, The results obtained are
applicable in the solution of infinite systems of linecar
algebraic eguations or of linear differential equations,
By solving an infinite system we mean that we can obtain
ainy reguilred definite number of the unknowns, whether
numbers or functions, provided we =sre given a sufficiznt

number of eguations of the systemt,
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The thesis consists of five chapters., In chapter
I, we consider what is so-called = super Hesgenberg

—

matrix, l.e., an infinite matrix ‘ai‘ﬁ in which aijzo

5
for all J ™ i +m where m is & fixed positive in-
teger. A very general theorem 1s proved on the con-~
struction of such a matrix through applying elenentary
colurn operations on it, provided the matrix belongs

to G(R) the commutative group of row—finite matrices
each of which has a unique row-finite reciprocal, The
case m = 3 has been considered for explanaticn and

for indicating how can the reduction be applied to solve
an infinite system of linear equations of which the
matrix of coefficients is a super Hessenberg maitrix in
G(R). The material of this chapter in somewhsat abbre—
viated form, forms paper TiE] menticned in the refe-

rences at the end of the thasis,

Chepter IT deals with row-finite matrices in G(R)
which are diagonally dominant by rows and with row =
column - Tinite matrices in G(R) which are diagonally
dominant by rows and by columns. Two results are obhe-
tained., The interesting feature that the matrix remains
diagonally dominant throughout the wnole process of re-
duction is revealad., Emphasis has been rsde on the fact

that there are row-finite matrices (row-column~finite
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matrices) diagenally dominant by rows (by rows and by

columns) which do not belong to G(R)s This fact indi-
cates the divergence of the theory of row-rinite infi-
nite matrices from that of square matrices., The mate—

rial of this chapter forms pajper TlB? .

Chepter III deals with the orthogonal reduction
of a row-finite infinite matrix in G(R) into a lower
normal matrix, The reducing crthogonal matrix is row-
column-finite and is obiained in two different WaYS.
One way is via using GTivens! rotation beads and the
other is via Householder!s transformation beads. The

material of this chapter forms paper [141 .

Chapter IV involves further investigation of in-
finite matrices in G(R). First the reduciion 4o a lower
normal form is affected by Gauss elimination method with
interchanges, Next the reduction of an upper row-=finite
matrizx in G(R) to an infinite diagonal matrix with non—
zero diagonal elemen’s is affected by Gauss elimination
method witiout interchanges. Further we have shown how
a real symmetric infinite matrix in G(R), with positive
leading minors can be factorigzed in +he form LU wheare
L 1s =z column~-finite lower rnorwisl matrix and U is the

transpose of L , U being in G(R). It has been empha-
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matrix with positive leading minors may not belong to
G(R)e Also the transpose of a matrix in G(R) may not
belong to G(RJ). These facts again indicate the diver—
gence of the theory of row-finite infinite matrices
from that of square metrices. The material of this

chapter forms papzr (iS} .

In chapter V we first consider the reduciion of
a row=-finite matrix in ¢ [?(7\{} and with its lead-
ing minors of all orders being non-zero constants into
a lower normal matriz with elements in _}E)] but with
non-zero constant diagonal elements, 7 E>;} is  the
polynomial domain in A and G FR(% i] igs the com-
mutative group of row-finite matrices with elements in
4 [}g’eaoh matrix having a unique row-finite recip=-
rocal with elemeats in ?’Eﬁ} +» We also consider the
redquction of a row-column-finite matrix in G :R (>\fi
and with its leading minors sll being non-zero constants,
into a diagonal matriz with non-zero congtant diagonal
elements. We further consider ihe application of thase
reductions to the solution of infinite systems of linear

differential equations. We consider next tne reduction

~
oif a semi-block wmatrix with its elenents in - AJ but

with its diagonal blocks sll having non-zerc constant

determinants to a lower normal matrix witan elements in
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:3 [?{]and agaln consider the application of this re-
duction to the sclusion of infinite systems of linesr

differentisl equetions,

I wish to express my thanks to Prof. Emeritus
Dre ReHa ¥aksr for kis constant encouragerent and
kind help., I alsc eXpress my deepest gratitude to
Dra S.A. Shehata for rer generous help during the pre-

pParation of ths thesis,
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CHAPTER I

ON INFINITE SUPER HESSEWBERT MATRICES IN G(R)
AND THE SOLUT.0N OF INFINITE SYSTEMS
OF LINEAR EQUATIONS

D

Absiract

A theorem is proved on the structure of the 50=
called an infinite Super Hessenberg matrix through per-—
Toruing elemeitary column operations on it, and the 5p~
plication of this structure to the solution of an infinite

system of linear equations isg considered,
Consider the systen of linear equations

(1) AXx = 1

where A = !aij? is an infinite matrix such that
J

aij = 0 for all I~di+m, 1= 1, 2y 3, eee . Such

A matriz is called 1 : el infinite super Hessenberg

matrix; when m = ly it is an infinite Hessenberg matrix

generalizing tha finite lower Hessenbverg matrix r ;. it

has been proved in J 2 J taat an infinite Hessenberg me t—
rix belonging +o G(R), the (multiplicative) group of row-
Tinite infinite matrices gach of which has g (inique) row-
finite reciprocal, must coatain an infinite numbsr of zero
elements on the (first) Superdiazgonal, i.e,, A i3 necessa-
rily a lower semi-block matrizx. In Sucih a case the systen

of eguations (1) can bhe simply treated by the well Wnown
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7
nunerical methods F\% \ for the solution of finite systems.
[ -
By such nmethods we can obtain the values of Z1s Xoyeeey Xy
for any certain number N of unknowns, and taat is what is

meant by "solving" the infinite system in (1).

The case m = 2 has been considered in D\} and as
it 1s mentioned there it glves a clue %o the genéral case
of any m. Indeed it has been proved that when A balongs
to G(R), it must contain =n infinite number of zero elemenis
on the m th superdiagonal, and this result generalirzes
that mentioned above for the case m= 1, Yet , the case
m = 2 does not give the general theory which should bhe
aimed ate In this chapter we investigate the case m = 3

which leads us to formulate the general theor; aimed at.

F31 0 %32 %33 83y 235 ag

'; i

Agsuming that al4 £ 0, we perforn the 2leroitary column

operations
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COlj + k4j 0014 3 k4‘J = - alJ / 8‘14 ]

g =1y 2 3 . These operations sre equivalant to post-
multiolying the matrix A by the infinite unit matrix
after inserting the elements k41 ’ k42 » k43 in the
positions (4,1), (4,2), (4,3) respectively, Calling

this matrix Cl and  writing A, for A, the resulting

matrix Al = Aocl is such that its clements in the po-
sitions (1,1), (1,2), (1,3) are zeros. We write

I GS) ' ‘ (L) _
A = [?ij . Evidently aij = aij for all
J > 4 5 but in general a£§) # aij for j = 1,2,3 .

. (1) _ , .
Assuming that a ok ( = 8o } # 0, we per-

form the operations

(1)
colj + k5j col5 ’ k5j = - a2j / 855 s
J =1, 2, 3, 4. Thasze operations are equivalent to pogt=

multiplying the matrix 41 Dby the infinite unit matrix
after ingerting the elements k5l’ k52, k53 and k54 in
the positions (5,1), {5,2), (5,3) =and (554) respectively.
We call this matrix 02, The resuliting matrix Ay = Ay 02
1s such that the elemenis in the positions (1,1), (1,2),
(1,3)5 (2,1), (252), (2,3), (2,4) are all zeros .,

c 2 ; 2 .
Writing A2 = (a( ) we have that aij)=a(l)=a. s 1=142,3, 0.

F L ij ij

|
—

for all § = 5, XNow A2 = AO Cl 02, where the proiuct
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-4 -

matrix Cl 02 is simply obtained from the infinite unit
metrix by inserting the elaments k4l’ k42, k43; k51’ k52,

k k54 in the positions (4,1), (4,2), (4,3); (5,1),

537
(552)y (543), (5,4) respectively, i.es, C O, 1is simply

obtained from Cl by inserting the elements k5l’ k52,

k in the positions (5, 1), (5, 2), (5, 3) ,

B530 Koy
(5, 4) resp=ctively. Both G, and 01 G5 are simple

lower triasngular infinite matrices witn unit diagonal

elements .

Agsuming that &y

nuation of the sbove treatment shows that there is an in-

143 # 0 for any i, a conti-
]

finite lower trisngular matrix with unit diagonal elements,

1L 2 73
! -
!
! i
||“O 1 g
0 0 1 !
= Kpp kg k1
Koy ks Egy kg, 1L
Ke1  Rgn Ky kg k L

4 65
[ ® 5 4 0B 2t Es s e .t.-.l.l'lilll..i'l..
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such that the first three columns of the matrix

A = AC

are zero columns. Thus A& does not belong to G(R),though
both A and € and hence so alsc AC belong to G(R).

This contradiction implies that a cannot be non~

1yi+3
zero for all =1, 2, 3y, vu. .

We now assume that ny is the first value of Ly

for wnich a Cs According to the above treatment

1,143 7
we have thai

A

n -1 40 0 c

2 ] - L] nl_l

13 & matrix in which the elements in rowi before the

elament g are all zeros for i = Ly 25, eues nl~l.

1,143

We may take Cn %0 bz the infinite unit matrix itself
1
and write

1
for example, 4

Where A 1s the same matrix An o Taking n, = 4 ,

4 is of the fom
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Assuming that an1+l’n1+4 # 0, we perform
the operations

(nq)

®Omire v Fnig,5 - anl+l,j/anl+l,nl+4 ,

col., .
ols + knl+4’3

j = l, 2, 3, s e 9 Ill + 3.

These operations are equivalent to post-multiplying Anl

by the infinite wunit matrix af'ter inserting the elements

knl+4’l H knl+4$2 3 o9 g knl+4, nl+3 il’l the pOSitiOﬂS

(np + 4,1)y (n; + 4,2), ..., (ny + 4, n; + 3). Calling

this matrix ¢ then in the resulting matrix

y
nl+l

A

ACC
nl+l 1

2 * n1+l

the elements in the i th row before the elements, | y

L= 1y 2y eue,s nl—l s ﬂl+l are all zeros, The matrix

c C v 18 obtained from 0102 « o & C by

C - [ ] .
L V2 ny+l nq
i rti he elemex
lngerting the elements kn1+4,l s kﬂ1+4’2 ,...,kn1+4,nl+3

in the positions (ny+4,1), Cn1+4,2), cve (nl+4,nl+3) .

If we assame that ai,i+3 # O for all i=nl+l,nl+2,...,

8 cointinuation of the zbove brocedure leads to the result
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