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Abstract

Document layout analysis (DLA) is the process of identifying
the regions of interest in document image which requires the
separation of text regions from non-text ones. DLA is an essential
step for Optical Character Recognition systems (OCR), document
management systems, document-archiving systems and more.
The text of the document fed to the OCR must be extracted first
and isolated from images if exist. OCR systems recognize printed
or handwritten text images, these images must contain text only
and if the document contains text mixed with photos, graphs
shapes or halftones; this will result in a negative effect on
recognition accuracy. Thus, DLA is a crucial step before OCR.
The DLA task is difficult as there is no fixed layout for all
documents, but instead, there are several layouts based on the
document type: a newspaper, a magazine, a book or a manuscript.
There are various approaches for DLA for various different

languages, but document layout analysis for Arabic scripts is



much more difficult compared to other languages because of the

cursive nature of the Arabic language.

DLA is a method of defining and recognizing the structure of
the document or it is the way of categorizing the important
regions in the document. It includes separating its text
components from non-text to feed them directly to  the OCR,

identifying the title of the document if any, etc.

Different font types and sizes are also factors that must be
considered in document analysis, because if the font type/size
provided to the OCR is different from what the OCR expects, the
results might not be accurate. Font type and size recognition
helps to classify the type of the font being processed so it can be
segmented and classified using the proper segmentation and
learning methods. Research on font recognition task has a lot of

focus recently as they are very important for OCR systems.

Reading order determination is the process of identifying the

order of the reading flow of the document (right to left or left to

vi



right) which can be also used to enhance the DLA and produce

reliable results.

This research proposes a method for document layout analysis
for segmenting, localizing and separation of text regions from
non-text regions. The method uses deep convolutional neural
networks to classify regions as it achieves the best results for
computer vision related tasks. The best results achieved was
Precision = 0.96, Recall = 0.87 and F-score = 0.91 for text and
non-text segmentation. The system evaluated on 40 document
images (10 skewed and 30 non-skewed) collected from Arabic

newspapers (Riyadh, Al-Sharq and Al-Youm).

In addition, methods for font type and font size recognition
have been proposed. Both methods are based on classification
using deep convolutional neural networks as well. For font type
recognition, best results achieved was accuracy = 98.6%. For
font size recognition, the highest accuracy achieved was 99.94%

and the lowest accuracy was 95.39%.
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