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ABSTRACT  
In the modern world, there is an increased need for language translation. Attempts 

of language translation are as old as computer themselves. The term 'machine 

translation' (MT) refers to computerized systems responsible for the production of 

translations with or without human assistance. In current Natural Language 

Processing (NLP) technology, however, machine translation relies heavily on 

expensive resources, such as large parallel corpora and expensive tools such as parsers 

and semantic taggers. Consequently, the number of languages that have such 

advanced technology at their disposal is small. While machine translation industrial 

technologies are mainly rule-based, current research is mainly on data-driven methods 

such as Statistical Machine Translation (SMT). Most SMT stems rely on parallel 

corpora, and the development of a Rule-Based Machine Translation (RBMT) system 

is a tedious and very expensive undertaking. Taggers and shallow rule-based parsers 

are relatively easy to obtain. Similarly many SMT approaches are hard tasks since 

sufficient parallel material is needed to model the whole translation process. On the 

other hand, more and more monolingual corpora of reasonable size are becoming 

available for an ever-increasing set of languages. Therefore, investigation of machine 

translation with limited resources is receiving more and more attention. Many 

researches suggested that a hybrid approach is the way to go.  

The aim of this work is to build a hybrid machine translation system to translate 

Arabic noun phrase into English using only minimal resources for both the source and 

the target language. A hybrid rule-based statistical machine translation system is 

presented to translate Arabic Noun Phrase (NP) into English. Rule-based methods are 

used where representations and decisions can be determined a-priori with high 

accuracy based on linguistic insight. Corpora serve as a basis to ground decisions 

where uncertainty remains. SMT methods are used for target language generation, 

using only a target language corpus and a bilingual dictionary instead of a parallel 

corpus. A major design goal of this system is that it can be used as a stand-alone tool 

and can be very well integrated with a general machine translation system for Arabic 

sentence. 

Dictionary-graph based Word Sense Disambiguation (WSD) approach is used to 

improve machine translation using hybrid semantic-statistical method based on 

computing words relatedness and a statistical measure of association to get the 

relation between ambiguous words. This relation was used with Viterbi search 

algorithm to find the appropriate translation of the Arabic NP. A shallow source 



language analysis, combined with a translation dictionary and a mapping system of 

source language phenomena into the target language and a target language corpus for 

generation are all the resources needed in the proposed system. 

This work dealt with five statistical measures of association methods and three 

semantic relatedness measures. Dice method was the statistical measures of 

association method which gave the highest WSD accuracy of 63.8 % while Vector 

method was the semantic relatedness measure with the highest WSD accuracy of 

53.52%. The hybrid semantic-statistical method improved the accuracy of WSD by 

4.28% and dice-vector combination is the hybrid measure which gave the highest 

WSD accuracy of 68.08%. 

The improvement in WSD strongly affects the accuracy of MT. In the baseline MT 

there were 170 ambiguous NPs when applying WSD using dice the number of 

ambiguous NPs decreased to be 39 phrases with translation accuracy of about 69%. 

WSD with vector decreases the number of ambiguous NPs to be 56 phrases with 

translation accuracy of 60%. WSD with hybrid dice-vector gave the highest 

improvement in translation process it decreased the number of ambiguous NPs to be 

32 phrase with translation accuracy of about 73%. These results prove that hybrid 

method is the way to machine translation with limited resources. 
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Overview 



Why should we be interested in using computers for translation at all? The first and 

probably most important reason is that there is just too much that needs to be 

translated and those human translators cannot cope. A second reason is that on the 

whole technical materials are too boring for human translators, they do not like 

translating them, and so they look for help from computers. Thirdly, as far as large 

corporations are concerned, there is the major requirement that terminology is used 

consistently; they want terms to be translated in the same way every time. Computers 

are consistent, but human translators tend to seek variety; they do not like to repeat 

the same translation and this is no good for technical translation. A fourth reason is 

that the use of computer-based translation tools can increase the volume and speed of 

translation throughput, and companies and organizations like to have translations 

immediately, the next day, even the same day. The fifth reason is that top quality 

human translation is not always needed. Because computers do not produce good 

translations, some people do not think that they are any use at all. The fact is that 

there are many different circumstances in which top quality is not essential, and in 

these cases, automatic translation can and is being used widely. Lastly, companies 

want to reduce translation costs and on the whole with machine translation and 

translation tools they can achieve them. 

Any one of these reasons alone can be sufficient justification for using and 

installing either MT systems or computer translation aids. 

This chapter will briefly sketch some background on natural language processing 

and machine translation. Arabic language characteristics and the problems for Arabic 

machine translation are also discussed. Then the aim of the current work and the 

structure of this thesis are summarized. 

1.1 What is Machine Translation? 

In a simple description, Machine Translation (MT) is the use of computer software 

to translate text from one natural language into another [1]. This definition accounts 

for the grammatical structure of each language and uses rules and assumptions to 

transfer the grammatical structure of the source language (text to be translated) into 

the target language (translated text). 

Translation is not a simple task. It is not a mere substitution for each word in a 

sentence with its equivalent. The process needs the faculty of being able to know 'all 



of the words' in a given sentence or phrase and how one word may influence the 

other. Human languages consist of morphology (the way words are built up from 

small meaning-bearing units), syntax (sentence structure), semantics (meaning), and 

countless ambiguities. 

1.2 Definition of Noun Phrases  

The Noun Phrases (NP) of sentence are the maximal syntactic phrases that contain 

at least one noun and no verb. The formal definition of NP was given in [2] as: 

Given a sentence s and its syntactic parse tree t, the NP/PP of the sentence s are the 

subtrees ti that contain at least one noun and no verb, and are not part of larger sub 

tree that contains no verb. 

1.3 Syntactical Structure 

The levels of syntactic structure as illustrated in Figure 1.1 are word, base noun 

phrase, noun phrase (the focus of his work), clause, and discourse. 

 

Figure 1.1 Five levels of syntactic structure 

Each of these levels poses challenges for translation. Different languages may differ 

in their syntactic structure in general: for instance the placement of the verb in clause 

structure or the use of prepositions or morphology to make the role of base noun 

phrases. But also specific words and idiomatic expressions may force changes in 

syntactic structure. Ultimately, a machine translation system has to take syntactic 

structure into account.  


