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Abstract 
 

Breast cancer is the uncontrolled growth of abnormal cells that start in the breast.  It was 

and still the most common cancer diagnosed in women worldwide. Mammography has 

been successful in improving detection of cancer in early stage, and it continues to be 

the standard screening tool for breast cancer detection resulting in at least a 30% 

reduction in breast cancer deaths.  

Computer-aided diagnosis (CAD) is a system that uses the output of mammography 

systems to help the radiologist’s decision. It has been defined as an equivalent diagnosis 

that was made by a radiologist who uses the output of a computer analysis of the images 

when making his/her interpretation. 

In this thesis, computer-aided detection (CADe) and Computer-aided diagnosis (CADx) 

systems have been developed and applied to the standard MIAS and DDSM databases 

to distinguish between the different regions of breast tissues. In both CAD systems, first 

an image processing technique is implemented to enhance the peripheral region of 

breast as a preprocessing step, then regions of interest (ROI) are excerpted using 

window of size 32×32 pixels then a set of 422 features are extracted from ROI and 

normalized.  For CADe, the features selection is performed using statistical methods 

such as t-test, Kolmogorov-Smirnov test (KS-test) and Wilcoxon signed rank test (W-

test) and other methods by using Sequential Backward Selection (SBS), Sequential 

Forward Selection (SFS), Sequential Floating Forward Selection (SFFS) and Branch 

and Bound Selection (BBS) techniques. Then we used four classifiers including K-

voting Nearest Neighbor (KNN), Support Vector Machine (SVM), Linear Discriminant 

Analysis (LDA), and Quadratic Discriminant Analysis (QDA) for classification stage 

with leave-one-out method for testing. The proposed systems were evaluated using 

many indices such as overall accuracy, Cohen-k factor, sensitivity, specificity, positive 

predictive value (PPV), negative predictive value (NPV), and the area under curve 

(AUC) of the ROC curves.  

CADx system has the same stages but the output is different where it indicates the 

likelihood of lesion malignancy. In CADx, SBS, SFS, SFFS and BBS methods are used 

for selecting the best powerful features. Both CAD systems provided encouraging 

results. These results were different corresponding to selection method.  Finally, we 

compared independently between performance of all classifiers with each selection 

method and we concluded that the SFS selection method was the best for both CAD 

systems.  

In both CAD systems, we used Neural Network (NN) classifier with cross validation to 

try to get better performance as much as possible with each selection method. 

In general, with the best feature selection algorithms the results that we obtained on the 

MIAS dataset show that 100% of samples were correctly classified, while the DDSM 

dataset results show 98.67% agreement. This is the most important point in this thesis. 
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Chapter 1 :  Introduction  

 

1.1. Overview of the Thesis    

Breast cancer was the feared disease before the 20
th 

century as if it was shameful 

disease. Where breast cancer was the most common cancer diagnosed in women 

worldwide. However, after a little could be safely done with primitive surgical 

techniques, women tended to suffer silently rather than discussion care. After that when 

surgery advanced, and long-term survival rates improved, women began raising 

awareness of the disease and the possibility of successful treatment [1].  

Breast cancer is the uncontrolled growth of abnormal cells that start in the breast, 

usually in the inner lining of the milk ducts or lobules. There are different types of 

breast cancer, with different stages, aggressiveness, and genetic makeup. With best 

treatment, ten years disease-free survival varies from 98% to 10%. Treatment includes 

surgery, drugs such as hormone therapy and chemotherapy and radiation. Breast cancer 

is the most common cancer and continues to be a significant public health problem 

among women around the world. Primary prevention seems impossible since the cause 

of this disease still remains unknown. It is believed that the most promising way to 

decrease the number of patient suffering from the disease is by early detection. The 

earlier breast cancer is detected, the better the chances that treatment will work and the 

better a proper treatment options can be provided [2]. 

Among U.S. women, breast cancer is the most commonly diagnosed cancer and the 

second leading cause of cancer death, following lung cancer. Through two years ago, an 

estimated 232,340 new cases of invasive breast cancer and 39,620 breast cancer deaths 

are expected to occur among U.S. women [3]. 

Mammography has been successful in improving detection of cancer, particularly non-

palpable breast masses and calcifications that may be malignant. Mammography 

continues to be the standard screening tool for breast cancer detection resulting in at 

least a 30% reduction in breast cancer deaths [4]. 

There has been some recent contention over the benefit of mammography screening and 

the available evidence relating mammography screening with mortality may not be 

definitive. However, a recent Institute of Medicine Report on Mammography 

(Committee on the Early Detection of Breast Cancer 2001) suggests that the reduction 

in mortality from breast cancer observed in recent years may be due to earlier detection 

through mammography screening [5].  

By incorporating the expert knowledge of radiologists, the computer-based systems 

provide a second opinion in detecting abnormalities and making diagnostic decisions. 

Such a diagnostic procedure is called computer-aided diagnosis (CAD). A computerized 

system for such a purpose is called a CAD system. It has been shown that the 

performance of radiologists can be increased by providing them with the results of a 

CAD system. Hence, there are strong motivations to develop a CAD system to assist 

radiologists in reading mammograms [6]. 
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1.2. Thesis Objective  

The main objective of this thesis is to develop a computer-aided detection (CADe) 

system and a computer-aided diagnosis (CADx) system by developing algorithm for 

classification of abnormal lesions in breast cancer to distinguish between normal, 

benign and malignant cases using different set of features. 

 

This algorithm includes five main stages, pre-processing stage is achieved by using 

image processing algorithm, Region of Interest (ROI) selected inside the suspicious area 

of mammogram, features extraction from ROI, features Selection to select the most 

powerful features and finally classification stage in order to differentiate between 

normal, benign and malignant group using different classifiers.  

 

We divided the main objective of the thesis into two sub-objectives. The first sub-

objective is to develop a CADe system for classifying abnormal lesions in 

mammograms to distinguish between normal and abnormal lesions. We will develop 

this system by using seven feature selection algorithms and four classifiers and compare 

between each classifier with each selection method.  

 

The second sub-objective is to develop a CADx system that will be able to distinguish 

between normal, benign and malignant breast tissues. This system will has many 

advantages to support the radiologists’ opinion and help them to take a truth decision in 

short time especially with huge cases of patients.  

 

In each sub-objective we applied image processing technique for peripheral breast tissue 

enhancement by using Tao Wu’ et al. algorithm [33], as a first step for each CAD 

system, for enhancement the peripheral area of breast. We explained this algorithm in 

chapter 3. In previous studies the researchers concluded that the results of CAD system 

are better with pre-possessing stage or peripheral enhancement technique of breast 

tissue. In the final we compared between the behaviors of all classifiers with each CAD 

system.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


