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Abstract 

In many robotics applications such as Navigation, path planning, or 
exploration, autonomous robots are required to localize themselves in 
their environment. In this thesis, we present a framework for 
localization and mapping using a wheeled robot equipped with a 
single camera. We consider the problem of global localization using 
vision-based localization as well as odometry method. The goal of 
global localization is to estimate the self-position of the robot with 
respect to a priori given map by using motion and perception sensors 
without using any priori knowledge of the initial self-position. 

The work presented here carries out in three stages. First combines 
a data from the sensors that equipped with the mobile robot, vision 
sensor and odometry data (robot wheels’ count). An image processing 
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algorithm is adapted for detect the environment’s features 
(landmarks) from the camera sensor. The image processing algorithm 
is included a color segmentation algorithm, an estimator of 
segmentation noise, and a camera calibration method.  

A color segmentation algorithm is used to detect and extract the 
color landmarks from the environment. The color segmentation 
algorithm used the Hue Saturation Value (HSV) color histogram to 
extract and identify the color landmarks. To reduce the noise that 
extracted with the landmarks, the morphology opening techniques is 
used. A neural network based camera calibration method for the 
global localization of mobile robots using color vision is presented. It 
is used to reduce the error between the image coordinate and the robot 
center coordinates. The proposed MultiLayer Perceptron network 
using the Bayesian learning method successfully finds the relationship 
between image coordinate without explicitly calculating all the 
camera parameters, including position, orientation, focal length, and 
lens distortion. 

After adapted the image processing algorithm to extract the 
landmarks, the relative angle between the landmark and the robot 
need to be estimated. The odometry data combines with the vision 
data is used to estimate the necessary inputs (landmark's angles) for 
geometric method to estimate the robot localization or for building a 
map. 

In the second stage, the vision-based localization is solved through 
studying the Triangulation methods. Triangulation is based on the 
measurement of the bearings of the robot relatively to the landmarks 
placed in the environment. The triangulation algorithms suffer from 
some restrictions on the landmark positions in the environment and on 
the angles between the landmarks as seen from the robot. Two 
solutions to the robot self-localization driver from the triangulation 
algorithms are developed in this thesis, the Alternative Geometric 
Triangulation (AGT) algorithm and the modified Geometric 
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Triangulation (MGGT) algorithm. The AGT algorithm is a new 
method for robot self-localization and introduced from the landmarks' 
geometric coordinates and from the environment coordinates. The 
MGGT algorithm is a modified version of the Geometric 
Triangulation algorithm. We compare the presented algorithms with 
the geometric triangulation algorithm. The AGT and MGGT 
algorithms use three distinguishable landmarks. They work for both 
counterclockwise and clockwise landmarks labeling. Also, it is not 
required to consider any restrictions on the angles between the 
landmarks as seen from the robot.  The two algorithms work 
consistently inside, outside or over the triangle formed by three 
landmarks. 

The third stage, a map-based matching is considered for building 
and learning a map of the environment features. In most autonomous 
robotic systems, a map of the environment is an essential component 
for carrying out specific-application tasks, and must be given a priori 
or incrementally built from sensor information. Solving the 
localization problem based on the use of a known map of the 
environment is done through develop neural networks. A new 
approach to build a map using self-organizing map is introduced and 
it's using only local information about the important features 
(landmarks) in the environment. The output of the neural networks is 
a trained map when recall, the robot is able to get information about 
its position. The neural networks can be considered as an intelligence 
machine that can predicate new cell or location in the environment. 

Our approach has been implemented and exhaustively tested in 
real-time experiments and in a simulation graphic interface program. 
The results illustrate that the approaches presented in this work can 
successfully localize the robot in the environment and learn the 
environment’s map. 
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