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Abstract

Multicore technology enables having two processors or more working together on the same
single chip. It enables the system to perform more tasks with higher overall system
performance. However, this performance can’t be exploited well due to the high miss rate in
the second level shared cache among the cores which represents one of the multicore’s
challenges. This problem can be reduced by using the scheduling techniques. Although the
scheduling techniques have been recently proposed for multicores platforms, most of them
have aimed at the system throughput or cache performance without ensuring the real time
constraints or measuring the shared cache miss rate. A recent work targeted scheduling for
reducing cache miss rate while ensuring the real time constraints among Multicore platforms.
However, this scheduling was static, i.e. it does not adapt itself to operating conditions.

This thesis addresses the dynamic co-scheduling of tasks in multicore real-time systems. The
focus is on the basic idea of the megatask technique for grouping the tasks that may affect the
shared cache miss rate, and the Pfair scheduling that is then used for reducing the
concurrency within the grouped tasks while ensuring the real time constraints. So all the
grouped tasks could not be run at the same time. Consequently the shared cache miss rate is
reduced. The dynamic co-scheduling is proposed through the combination of the symbiotic
technique with the megatask technique for co-scheduling the tasks based on the collected
information using two schemes. The first scheme is measuring the temporal working set size
of each running task at run time, while the second scheme is collecting the shared cache miss
rate of each running task at run time.

The used simulation methodology is based on implementing a cache simulator that is based
on SESC simulator. The PIN tool is used to generate memory access request files using
different applications from the SPECJVM2008 benchmarks, then these files are used as an
input for the cache simulator.

Experiments show that the proposed dynamic co-scheduling can decrease the shared cache
miss rate compared to the static one by up to 52%. This indicates that the dynamic co-
scheduling is important to achieve high performance with shared cache memory for running
high workloads like multimedia applications that require real-time response and continuous-
media data types.
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1 Introduction

In 1965, Gordon E. Moore, the intel co-founder, explained the growth of semiconductors
technology in a formula. This formula states that the number of transistors on a chip will
double approximately every two years. This observation has since been dubbed "Moore's
Law" and is now enormously influential. ”Moore's Law” has been considered in the
processor industry. As transistors are increased on a chip, the processor clock frequencies are
also increased at the same time. "Moore's law” has reached its limit in 2010. One reason
behind this is that the faster processors have power consumption and thermal dissipation.
This needs special cooling systems and leads to higher cost. Hence processor industry has
moved towards the multicore technology since the delivered performance of single cores can
not meet the needed requirements for running different applications like web servers,
multimedia programs and databases. Multicore technology is introduced to increase the
required performance and power efficiency. However, there are new challenges for this
technology.

Next section contains some figures that show the architectures for the uniprocessor,
multiprocessors and multicores, then it tackles the challenges of the multicores. These
challenges open the door in research to propose new software and hardware solutions.

1.1 Chip Multiprocessors

Chip Multiprocessors (can also be named a Multicore processor) refers to a single chip that
integrates two or more processors in an area that would have originally been filled with a
single large uniprocessor. This solves the power consumption problem when adding more
transistors to the uniprocessor and switching it at higher and higher frequencies.
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Figure 1.2 Simple Chip Multiprocessor



Figure 1.3 Shared Cache Multiprocessor
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Figure 1.4 Multithreaded Shared Cache Multiprocessor
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