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Abstract

Speech synthesis is the artificial production of human speech. A typical text-
to-speech (TTS) system converts a language text into a waveform. There ex-
ist many English (T'TS) systems that produce mature, natural, and human-
like speech synthesizers. In contrast, other languages, including Arabic, have
not been considered until recently. Existing Arabic speech synthesis solu-
tions are slow, of low quality, and the naturalness of synthesized speech is
inferior to the English synthesizers. They also lack essential speech key fac-
tors such as intonation, stress, and rhythm. Different works were proposed
to solve those issues, including the use of concatenative methods such as unit
selection or parametric methods. However, they required a lot of laborious
work and domain expertise. Another reason for such poor performance of
Arabic speech synthesizers is the lack of speech corpora, unlike English that

has many publicly available corpora! ? and audiobooks.

End-to-end speech synthesis methods managed to achieve nearly natural
and human-like speech. they are prone to some synthesis errors such as
missing or repeating words, or incomplete synthesis. We may argue that
this is mainly due to the local information preference between teacher forc-
ing input and the learned acoustic features of a conditional autoregressive
model. The local information preference prevents the model from depending
on text input when predicting acoustic feature which contributes to syn-

thesis errors during inference time. In this work, we compare between two

'LjSpeech, https://keithito.com/LJ-Speech-Dataset/
2Blizzard 2012, http://www.cstr.ed.ac.uk/projects/blizzard/2012/phase_one/



modified architectures based on Tacotron2®. The first architecture is sim-
ilar to Tacotron2 but replaces the WaveNet* vocoder® with a flow-based
implementation of WaveGlow®. It takes diacritic Arabic character sequence
as input and produces mel-spectrogram per each training sample. The sec-
ond architecture maximizes the mutual information between conditional text
input and predicted acoustic features (mel-spectrogram) to eliminate local
information preference issue. It also changes the training objective of the
model by adding a Connectionist Temporal Classification” (CTC) loss term.
Training objective could be considered as a metric of maximization of local
information preference between conditional text input and predicted acous-
tic features. We carried the experiments on Nawar Halabi’s dataset® which
contains about 2.41 hours of Arabic speech. Our experiments show how to
generate high quality, natural, and human-like Arabic speech using an end-
to-end neural deep network architecture. This work uses just ( text, audio )
pairs with a relatively small amount of recorded audio samples with a total
of 2.41 hours. It illustrates how to use English character embedding despite
using diacritic Arabic characters as input and how to preprocess these audio
samples to achieve the best results. It describes also how to make small

changes in the existing model to achieve better results.

Keywords — Arabic text-to-speech, speech synthesis, Tacotron 2,

WaveGlow, InfoGan, deep learning, neural networks

3Tacotron2 is a famous end-to-end TTS architecture containing 2 main parts (a) an
encoder-decoder architecture with attention, and (b) a neural vocoder to synthesize speech
https://arxiv.org/pdf/1712.05884.pdf

4A deep neural generative model of raw audio waveforms

Svoice codec that analyzes and synthesizes the human voice signal for audio data com-
pression, multiplexing, voice encryption or voice transformation

5A flow-based Generative neural network for speech synthe-
sishttps://arxiv.org/pdf/1811.00002.pdf

"a valuable operation to tackle sequence problems where timing is variable, like Speech
and Handwriting recognition

8http://en.arabicspeechcorpus.com/






Thesis Summary

Summary

This thesis explores how to generate high-quality Arabic speech using pre-
trained English model as well as pre-trained English character embedding.
We utilized a transfer learning approach because the used dataset was rela-
tively small (2.41 hours of Arabic speech). This work compares between two
modified architectures based on Tacotron2”. The first one explores how to
generate Arabic speech using pre-trained English model, while the second
one further enhances the subjective quality of generated speech. Quantita-
tive and qualitative measures have been conducted to compare between the

two architectures.

This thesis is divided into six chapters, along with a list of figures, a list of
tables, a list of abbreviations, a list of symbols, and a bibliography. Here is

the entire structure of the thesis:

o Chapter 1 gives a quick overview of why speech synthesis is useful in

real-world scenarios.

e Chapter 2 provides a literature review on speech synthesis. It covers
the history of speech synthesis before and after the introduction of

Deep learning approaches and end-to-end architectures.

e Chapter 3 focuses on the theoretical background that the work is based
upon. It presents a quick overview of convolutional neural networks,

recurrent neural networks, and long-short term memories (LSTMs). It

9Tacotron2 is a famous end-to-end TTS architecture containing 2 main parts (a) an
encoder-decoder architecture with attention, and (b) a neural vocoder to synthesize speech
https://arxiv.org/pdf/1712.05884.pdf



