NS NS NS NS NS N TN NS N N NS N N N N N N N N AN AN X

=X

it | o ek | S
@ ASUNET

et | i ekl | S
(o pSetel | (i ) G gl

@ ASUNET

MONA MAGHRABY
AN AN AN NS NE AN NEENES

SN NN N NN NN NN AN N NN/

N AN AN A AN AN A AN AN NN NN EAEEANEENEAE N

=




=X

Y7
12

SN NN N NN NN NN AN N NN/

it | o ek | S
@ ASUNET

et | i ekl | S
(o pSetel | (i ) G gl

i el
@ ASUNET

4 '

5
*

* &

U

by edead]
he S

Ll

ds2
ol
.

€
MONA MAGHRABY

BRSES CSED P EEo N EE0 N STON STON STON SEON SEON ST N STV SEONSEEN SEONSEONSEON SEON SEON SEON STV ST SE0 N

oA DEAD DA ADEEADEDEAE AN EADE=

PR AR A A A A A A A A



BRSES CSED P EEo N EE0 N STON STON STON SEON SEON ST N STV SEONSEEN SEONSEONSEON SEON SEON SEON STV ST SE0 N

=X

il o ==
@ ASUNET

et | i ekl | S
(O el 1§ w3 G ol

PORICE

b

*

b ey

2al) Gal j3Y) sla Jadad

* ® o0

A Balal) ¢ alial) 4l
b 9 i 38 daadall ol BY) ol o

s

19 ol § bl d| ot el
(o=t

»

@ ASUNET
N]
Loy daa

(ol
it

il §
9
4y

»

okl e
o

<

MONA MAGHRABY
AN AN AN NS NE AN NEENES

SN NN N NN NN NN AN N NN/

PR AR A A A A A A A A

=




Scientific Computing Department
Faculty of Computer and Information Sciences
Ain Shams University

Thought-Based Animated Character

Thesis submitted as a partial fulfillment of the requirements for the
degree of Master of Science in Computer and Information Sciences

By
Noran Magdy El-Kafrawy

Teaching Assistant at Scientific Computing Department,
Faculty of Computer and Information Sciences,
Ain Shams University.

Under Supervision of

Prof. Dr. Sayed Fadel Bahgat

Professor at Scientific Computing Department,
Faculty of Computer and Information Sciences,
Ain Shams University

Dr. Doaa Abd Al-Kareem Hegazy
Associate Professor at Scientific Computing Department,
Faculty of Computer and information Sciences,

Ain Shams University.

2021



Thought-Based Animated Character

A DISSERTATION PRESENTED
BY
NoraN MaGDY EL-KAFRAWY
TO
THE SCIENTIFIC COMPUTING DEPARTMENT

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF
MASTERS OF SCIENCE
IN THE SUBJECT OF
ScienTiFiIC COMPUTING

AIN SHAMS UNIVERSITY
Cairo, EcyrT
MARrcH 2021



© 2021 - NOoRAN MAGDY EL-KAFRAWY
ALL RIGHTS RESERVED.



Advisor: Prof. Sayed Fadel Bahgat, Dr. Doaa Hegazy ~Noran Magdy El-Kafrawy

Thought-Based Animated Character

ABSTRACT

BCI (Brain-Computer Interface) gives people great power to manipulate things
around them with the power of their thought: It gives them control on their de-
vices, itis considered a powerful tool to assist people with disabilities: it helps them
to move around and control things around them, it allows us to remotely control
robots, and could even be useful to get personalized systems depending upon one’s
mood.

The most important part in any BCI system is interpreting the brain signals.
Many different mental tasks are considered by researchers. Our work mostly fo-
cuses on motor imagery tasks, specifically imagining left hand movement, right
hand, foot and tongue.

We developed three different methods to interpret brain signals:

« In the first method, we used Empirical Mode Decomposition (EMD) for
feature extraction and Support Vector Machine (SVM) with Radial Basis
Function (RBF) kernel for classification. We evaluated the system using the
publicly available BCI competition IV dataset and reached very promising

accuracy.

« In the second method, we proposed a feature extraction method based on
Empirical Mode Decomposition (EMD), where The Electroencephalogra-

phy (EEG) signal is decomposed into Intrinsic Mode Functions (IMFs) by

iii
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the EMD algorithm and six statistical estimated parameters are calculated.
Afterwards, Common Spatial Pattern (CSP) is applied to filter the feature
vector and select the best features to overcome the curse of dimensional-
ity problem. Then, the resultant features vector is fed to a Support Vector
Machine (SVM) for classification. Promising results are obtained by testing
the proposed model on the publicly available BCI competition 2008 dataset

where a kappa result of 0.44 is achieved.

o In the third method, we proposed a model based on estimating statistical
parameters of the EEG signals and used these as features. We then fed the
features vector to a multi-class Support Vector Machine (SVM) for classi-
fication. An average classification rate of 90.2% and a kappa result of 0.86

were achieved. The kappa result is considered a very good agreement.

We then showed the results of these methods on a 3D animated character. Each
motor imagery task was resembled by a corresponding animation performed by
the 3D character. We used Adobe Animator for creating the model and displayed

it in matlab.
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