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Abstract 

 

Named entity recognition is commonly considered an essential task in 

natural language processing. It represents a major phase in information 

extraction methodology to discover the named entities referenced in 

unstructured text and classify them into predefined class labels. Identifying 

biomedical entities has been recognized as a challenging task in named 

entity recognition.  

In this thesis, the applicability of using structured support vector machine to 

classify flat and nested biomedical entities combined with the feature 

selection techniques to enhance the performance of biomedical named entity 

recognition has been thoroughly investigated. The proposed approach used a 

combination of various types of features to explore the classification 

performance in a combination of structured support vector machine as a 

machine learning technique. These features include linguistic, 

morphological, orthographical, context, and word representation features. 

The experimental results showed that the performance of the proposed 

approach surpassed that produced from other benchmark approaches in 

extracting the biomedical entities such as genes, proteins, cell lines, cell 

types, DNAs and RNAs.   

Derived by these promising results, we were motivated to explore the effect 

of different types of features on structured support vector machine 

performance in extracting the biomedical entities. This was achieved by 

applying two types of filter-based feature selection techniques. The Chi-

squared and ReliefF feature selection techniques were utilized to reduce the 

feature vector and evaluate the importance of each feature.  The reduced 
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feature vector was then taken as an input to structured support vector 

machine to extract the biomedical entities. Experimental results revealed that 

the overall performance of biomedical named entity recognition increased 

when using the adopted feature selection techniques and removed the 

features with the least effect on the classes. 

Most studies in the literature ignored the nested entities and focused on the 

extraction of flat named entities only. However, the nested entities are 

commonly used in real world biomedical applications due to their ability to 

represent semantic meaning of the named entity. Therefore, the proposed 

approach was evaluated on the extraction of the nested biomedical entities 

and showed very promising results compared to those obtained from the 

benchmark approaches. 

Comprehensive experiments were conducted on three popular datasets based 

on five evaluation metrics namely: recall, precision, F1-measure, Geometric 

Mean, and Matthews correlation coefficient. Experimental results revealed 

that the structured support vector machine achieved better performance 

compared to different approaches in the literature for extraction of both flat 

and nested entities. 
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